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Efficient Media Access Protocols for Packet-Switched Wavelength-Division Multiplexed Fiber-Optic Networks

Abstract : This report analyses current media-access protocol for high-speed metropolitan sized multi-channel optical networks employing fixed wavelength transmitters and tunable optical receivers. Control information is sent over a dedicated signaling channel. Time is divided into fixed-sized slots. The size of the slots is the same for the control and the data channels. We will first analyze the Cyclic Scheduling Algorithm (  CSA ) and then propose a new algorithm scheme based on CSA ( CSA + ) that removes the effect of the transmission delay  while keeping the low processing, the anti-contention mechanism and the zero-reordering need of the CSA algorithm. Though it can be mathematically shown, we do not prove that CSA+ is close to optimal, but instead we emphasize on simulation results that compares the performance of this protocol with other protocols. 

This report must not be consider as a paper as it is normally completed by an oral exposé. Paper based on this document may be written after further analyses. 
I . Introduction :

In today's networks, the use of optic fiber in computer networks is limited to one wavelength and the bandwidth of the fiber is severely restricted by digital electronics. A single optic fiber has the ability to transfer 10Tb/s in its low-loss region. Therefore the use of Wavelength Division Multiplexing ( WDM ) seems to be a good way to overcome the limits of electronic devices. 


In WDM the optical bandwidth is divided into several non-interfering channels. Each channel operate at a moderated data rate that can be supported by digital electronic/optic devices. Since all the channels can operate concurrently the total throughput grows linearly with the number of channels.


To use correctly this high bandwidth we need an efficient Medium Access Protocol ( MAC ) that takes advantage of this particular topology. Several class of protocols exists taking more or less into account the requirement needed to achieve an optimal use of WDM high bandwidth. Among them we can name the followings : 

· Pre-allocation protocols : these techniques pre-allocates an optical channel to each node of the network. Depending on the techniques this channel may be used for all data sent by a specific node or for all data received by this node. These approaches do not require a control channel and reduce the system complexity, but since the channels are pre-allocated they are not suitable for bursty and variable traffic which  exists in almost all networks today.

· Random access protocols : These protocols can be classified in two groups, Random TDMA which is rarely used and ALOHA-based protocols. These algorithms reduce the system complexity  and eliminates synchronization problems, but they have relatively high packet loss probability and random behavior.

· Reservation protocol : In these protocols the transfer is based on two steps : reservation and transmission. They transfer in a better way bursty and non-uniform traffics and always give better performance than the two other protocols. In this paper we will compare the performances of two of this reservation based algorithms, the Random Scheduling Algorithm ( RSA ) and the Cyclic Scheduling Algorithm ( CSA ) with different simulations. We will then propose a new protocol ( CSA+ ) based on CSA that corrects some defaults of CSA when used on MAN or WAN by introducing a new kind of pipelining  techniques. 

In the rest of this report we will introduce the network architecture in section II, then we will describe CSA, CSA+ protocols in section III, and in section IV we will compare simulation results of RSA, CSA and CSA+. 

II . Network Architecture :


We consider a network with N stations connected through a Central Hub.  The system has a total of N+1 channels, channels for the data transmission and one for the control information. Each station is equipped with two fixed transmitters . One at a wavelength unique to that station for the data packet transmission and the other at a fixed wavelength shared by all stations for the exchange of control messages. The receiver subsystem consists of two receivers : a fixed that monitors the control channel and a tunable one that is used to receive data packets along any of the N channels. The network topology used is an optical passive star.



Time is divided into fix-sized slots. The size of each slots is the same for the control and the data channels. The control slots are divided into N mini-slots, one mini-slot for each transmitter accessed via TDMA. 



Each station generates packets of fixed duration (, which are stored in N different buffers according to their destination address. Those buffers are named TB ( standing for Transmission Buffer ). 

III Protocols Description :


In this section, we will introduce two reservation based algorithms : the CSA will be described in a first part and then we will introduce CSA+, a upgraded version of CSA for MANs and WANs. 

a. Cyclic Scheduling Algorithm ( CSA ) :
In each control slot, a station broadcasts the state of each  of its Transmission Buffers. For mini-slot i, the j-th bit is set to "1" if at least one packet i waiting for reservation in the Transmission-Buffer j ( TB[j] ) of station i.

The Cyclic Scheduling Algorithm is as follows :

· Initialization at first slot of the transmission :

1. set start_transmitter = 1 ( start_transmitter is the first transmitter selected in the algorithm )

2. set start_receiver = 1 ( start_receiver is the first receiver chosen in the algorithm )

· Algorithm :

1. set current_transmitter = start_transmitter ( current_transmitter is a temporary var )

2. Among all Transmission-Buffer at transmitter current_transmitter which has reserved a slot , select the first buffer after buffer start_receiver ( including start_receiver ),  say buffer b ( buffer 1 is supposed to be after N ). Reserve the upcoming slot for transmitter current_transmitter to transmit to receiver b . Then choose the packet at the head of the Transmission-Buffer b for transmission in this slot. 
If no transmission buffer at current_transmitter reserves a slot, no packet is chosen and goto 4.
3. Eliminate Transmission-Buffer b logically in all transmitters.
4. set  current_transmitter = (  current_transmitter + 1  ) mod N
5. if current_transmitter ( start_transmitter then goto 2
6. set start_transmitter = ( start_transmitter + 1 ) mod N
7. if start_transmitter = 1 then start_receiver = ( start_receiver + 1 ) mod N
8. end  of the CSA for this slot.
This algorithm is run after each station receives the control slot of the current data slot. But we must wait for the maximum propagation delay of the control slot to start the arbitration algorithm. Thus we send a data slot once every ( Tround-trip + Tcsa ).  This is fine if the network is not widely spread,  but become very penalizing as the network size grows as illustrated in figure 1.

Let's define k = E [ ( Tround-trip + Tcsa ) / ( + 1 ] . If k > 1 then we start loosing bandwidth. 
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figure 1.
To avoid this phenomenon we can send the data and the control slot by pipelining the process. We dissociate the Reservation Stage from the Arbitration Stage. At each slot, the CSA algorithm is run taking as input a reservation slot posted k slots earlier.  A Reservation algorithm is then run for each Transmission-Buffer of each Station and a reservation mini-slot is issued. Thus at each slot, the CSA runs and data packets may be sent at each available slot. This reduces the propagation effect is WANs and MANs without rising data packet sizes allowing a maximization of the network throughput. 


Let's describe in a more concrete manner the algorithm. Figure 2 describes how things are organized in a station in order to pipeline the process correctly.
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figure 2.
The idea of the new reservation algorithm is to reserves the exact number of slot that may be needed to transmit all the packets available in a transmission buffer by taking into account the reservation made earlier and not yet processed bye the CSA. This is why it has exactly k positions and why it is shifted at each slot to simulate the propagation of the control  slots before their acquisition by all the stations. This method reduces the number of reservation posted avoid false reservation, and maximizing the bandwidth usage as it is shown in the simulation results.

IV. Simulation Results :

In this section we will compare the Simulation of 3 Medium Access Protocols that may be used in WDM Networks RSA, CSA and CSA+. To obtain these simulation results we created a simulation environment in C++ that runs under Microsoft Windows ( 95 or NT ), where the three protocols are implemented and where we can extract different curves and different parameters from the simulation of these algorithms. It is named WSASIM standing for ( Windows Scheduling Algorithm Simulator )and screen shots are shown in figure 3.
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figure 3.
Thanks to this simulator we extract several curves available in annexes, but the most interesting ones  follows :

· Comparison of the RSA, CSA and CSA+ Network Normalized Throughput and Average Slot Delay in function of the offered load ( in a small network with null propagation delay ( k = 1 ). These curves are available in figure 4. We notice that in this configuration the three algorithms are almost optimal, The Network Throughput follows the offered load almost up to 1, offering a network usage of more than 95% in some cases! All this while keeping the Average Slot Delay in reasonable ranges.
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figure 4.

· Comparison of RSA, CSA, and RSA+ in a Wide Spread Network k = 10  ( figure 5 ).

This curves illustrates the deterioration of RSA and CSA with the increase of the Network size ( k ). At such an extend that neither RSA nor RSA can achieve throughput above 1/k no matter the offered load. As the RSA and CSA networks shows their limits, the effect of the pipelining algorithm totally removes the effect of propagation allowing the network to reach impressive throughputs.
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Figure 5.
Other parameters may be extracted from the simulation such as average packet loss, reservation algorithm success rate, etc. Examples are available in  annexes. Demonstrations of the simulator will be done during the oral exposé. 

Conclusion :

We hope that this report brought the light on how to solve propagation delays degradation on WDM MAN and WAN networks. Though the simulation of the new algorithm CSA+  shows significant improvement over other WDM MAC algorithm, the mathematical analysis of this model is not done yet and should be the topic of a paper based on this report.
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